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5. Voice over IP (VoIP) - Draft Document - Brenda Decker 
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TECHNICAL PANEL 
Nebraska Information Technology Commission 
Wednesday, December 10, 2003, 9:00 a.m. 

University of Nebraska-Varner Hall 
3835 Holdrege, Lincoln, Nebraska 

PROPOSED MINUTES  

MEMBER PRESENT:  

Mike Beach, Nebraska Educational Telecommunications Commission 
Brenda Decker, Department of Administrative Services, State of Nebraska 
Steve Schafer, Chief Information Officer, State of Nebraska 
Walter Weir, Chief Information Officer, University of Nebraska  

CALL TO ORDER, ROLL CALL, AND MEETING NOTICE  

Mr. Weir called the meeting to order at 9:08 a.m. Four members were present at the time of roll call. A 
quorum existed to conduct official business. The meeting notice was posted to the NITC and Nebraska Public 
Meeting Calendar web sites on November 21, 2003. The meeting agenda was posted to the NITC web site on 
December 4, 2003.  

PUBLIC COMMENT  

There was no public comment.  

APPROVAL OF NOVEMBER MINUTES  

Ms. Decker moved to approve the November 12, 2003 minutes as presented. Mr. Schafer 
seconded the motion. Roll Call vote: Beach-Yes, Decker-Yes, Schafer-Yes, Weir-Yes. Motion 
carried by unanimous vote.  

TECHNICAL ARCHITECTURE 
Acceptable Use Policy - State Data Communications Network  

Ms. Decker reported that the Acceptable Use Policy is an existing policy that applies to all state agencies 
(excluding higher education) that has been revised to reflect needed changes and updates. The policy is 
based on state statues.  

Mr. Becker will make format changes to the document.   

The next step will be to present this acceptable use policy with revisions to the State Government Council. In 
addition, the Technical Panel needs to publish the document for public comment.  

Mr. Beach moved to set the policy for public comment. Mr. Weir seconded. Roll Call vote: Beach-
Yes, Decker-Yes, Schafer-Yes, Wier-Yes. Motion carried by unanimous vote.  

REGULAR INFORMATIONAL ITEMS AND WORK GROUP UPDATES (as needed)  

Accessibility Architecture Work Group, Christy Horn. Ms. Horn reported that workshops will be conducted in 
January.  

CAP, Brenda Decker. Ms. Decker reported that the CAP group will meet after the Technical Panel’s meeting 
today, Wednesday, December 10, 2003. Phase 2 of the contract has been signed. Network Nebraska news 
conferences were held on December 2, 2003. All news conferences went well in the communities of North 
Platte, Alliance, and Norfolk.   



Security Architecture Work Group, Steve Schafer. Mr. Schafer reported that the work group has not met 
recently. There are plans to meet in January.  

Statewide Synchronous Video Network Work Group, Mike Beach. Mr. Beach reported that the work group has 
not met for about a month. The work group did break into smaller groups to determine what still needs to be 
done.  

The work group has determined that 4 areas need to be discussed and worked on. The 4 areas are: funding, 
governance/coordination, scheduling, and migration.  

Mr. Beach reported that he doesn’t know when the next meeting will be, however the future meetings should 
be successful if small groups are working together.  

NIS. Mr. Schafer reported that he met with Tom Conroy on Tuesday, December 9, 2003. Tom Conroy would 
be please to make a full report to the Technical Panel at the January meeting.  

Mr. Schafer did report that the NIS project has been working on several issues including; procurement, 
Human Resource functions, and budget preparation functionality.  

ELECTION - TECHNICAL PANEL CHAIR FOR 2004* 
Mr. Schafer nominated Mr. Walter Weir to serve as the Technical Panel Chair for 2004. Ms. Decker 
seconded the motion. There were no further nominations and Mr. Wier was elected chair by voice 
vote.  
Mr. Wier was pleased to accept the position.  

OTHER BUSINESS 
Mr. Schafer stated that the State Government Council has one primary action item on their next agenda. The 
council has determined that there is a need to identify potential enterprise opportunities. The next step is to 
perhaps develop an enterprise architecture.  

Mr. Weir stated that the University of Nebraska is currently developing a document to outline, explain and 
state the current value of information technology. This document will detail the advantage of IT and what the 
University of Nebraska is doing to collaborate with others also involved in IT, such as other campuses, state 
agencies, etc.  

Christy Horn arrived at 10:19 a.m.  

NEXT MEETING DATE  

All regular meetings will be moved from the second Wednesday to the second Tuesday of each month.  

The next meeting is scheduled for Tuesday, January 13, 2004.  

Ms. Horn moved to adjourn.  All were in favor. The motion carried by voice vote.  

The meeting adjourned at 10:20 a.m.  

   

Meeting minutes were taken by Jen Soucie Kitt and reviewed by Rick Becker of the Office of the CIO/NITC.



 

  

 
Nebraska Information 

 Technology Commission 
 

  
STANDARDS AND GUIDELINES 
 
Acceptable Use Policy 
State Data Communications Network 
 
 

Category Network Architecture 

Title Acceptable Use Policy 
State Data Communications Network 

Number XX-XXX 
 

Applicability

 State Government Agencies  
  All..................................................Not Applicable 
  Excluding: Higher Education ................. Standard 

 State Funded Entities - All entities 
receiving state funding for matters 
covered by this document.................Not Applicable

 Other: ____________ .........................Not Applicable
 

Definitions: 
Standard - Adherence is required. Certain exceptions and conditions 

may appear in this document, all other deviations from the 
standard require prior approval of ______________. 

Guideline - Adherence is voluntary. 
 

Status  Adopted  Draft  Other:________ 

Dates
Date: December 10, 2003 
Date Adopted by NITC: 
Other: Previous version dated September 1997 

 
 

 Prepared by:  Department of Administrative Services, Division of Communications 
Authority:  Neb. Rev. Stat. § 86-516(6) and § 81-1120.27 
http://www.nitc.state.ne.us/standards/ 
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1.0 Standard 
 

1.1 Application and Intent 
This policy shall apply to all users of the State Data Communications Network 
(SDCN). It is intended to provide minimum standards for acceptable use, including 
clarification of uses which are consistent or inconsistent with this policy. Any state 
agency, board, commission or affiliate organization may adopt policies or standards 
more stringent than those contained herein. 
 
All use of the State Data Communications Network (such as, internet logs and email) 
is the property of the State of Nebraska and is subject to applicable State and 
Federal statutes, including the open records laws of the State of Nebraska as 
applicable. End users should not have any expectations of privacy regarding 
personal business conducted on the State Data Communications Network. 
 

1.2 Acceptable Uses 
Use of the SDCN shall be consistent with the goals of: 
· simplifying and disseminating information;  
· encouraging collaborative projects and sharing of resources;  
· aiding technology transfer within and outside the State of Nebraska;  
· fostering innovation and competitiveness within Nebraska;  
· building broader infrastructure in support of the performance of professional, 

work-related activities. 
 
Acceptable uses of the SDCN include:  
1. To provide and simplify communications with other state agencies, units of 

government, and citizens.  
2. To communicate and exchange professional development information, including 

online discussion or debate of issues in a field of knowledge.  
3. To exchange communications in conjunction with professional associations, 

advisory committees, standards activities, or other purposes related to the user's 
professional capacity.  

4. To apply for or administer grants or contracts for work-related applications.  
5. To carry out regular administrative communications in direct support of work-

related functions.  
6. To announce new products or services within the scope of work-related 

applications.  
7. To access databases or files for purposes of work-related reference or research 

material.  
8. To post work-related questions or to share work-related information.  
9. To communicate to children at home, teachers, doctors, day care centers, and 

baby sitters, to family members to inform them of unexpected schedule changes, 
and for other essential personal business.  The use of the State's 
telecommunications systems for essential personal business shall be kept to a 
minimum and shall not interfere with the conduct of state business.   
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1.3 Unacceptable Uses 

Unacceptable uses of the SDCN, subject to remedial action (see Section 1.4), 
include: 
1. Violation of the privacy of other users and their data. For example, users shall not 

intentionally seek information on, obtain copies of, or modify files, other data or 
passwords belonging to other users, or represent themselves as another user 
unless explicitly authorized to do so by that user.  

2. Violation of the legal protection provided by copyright and licensing laws applied 
to programs and data. It is assumed that information and resources available via 
the SDCN are private to those individuals and organizations owning or holding 
rights to such information and resources, unless specifically stated otherwise by 
the owners or holders, or unless such information and resources clearly fall 
within the statutory definition of a public record. It is unacceptable for an 
individual to use the SDCN to gain access to information or resources not 
considered a public record without the granting of permission to do so by the 
owners or holders of rights to such information or resources.  

3. Downloading of software in violation of license agreements.  
4. Violation of the integrity of computing systems. For example, users shall not 

intentionally develop programs that harass other users or infiltrate a computer or 
computing system and/or damage or alter the software components of a 
computer or computing system.  

5. Use of the SDCN for fund-raising or public relations activities unrelated to an 
individual's employment by the State of Nebraska.  

6. Use inconsistent with laws, regulations or accepted community standards. 
Transmission of material in violation of any local, state or federal law or 
regulation is prohibited. It is not acceptable to transmit or knowingly receive 
threatening, obscene or harassing material.  

7. Malicious or disruptive use, including use of the SDCN or any attached network 
in a manner that precludes or significantly hampers its use by others. Disruptions 
include, but are not limited to, distribution of unsolicited advertising, propagation 
of computer worms or viruses, and use of the SDCN to make unauthorized entry 
to any other machine accessible via the network.  

8. Unsolicited advertising, except for announcement of new products or services as 
described in #6 under "Acceptable Uses."  

9. Use of the SDCN for recreational games.  
10. Use in conjunction with for-profit or activities, unless such activities are stated as 

a specifically acceptable use.  
11. Use for private or personal business ventures such as second sources of 

income, other family member business interests, etc.  
12. Misrepresentation of one's self, an agency, or the State of Nebraska when using 

the SDCN. 
 
1.4 Remedial Action 

Any agency, board, commission or affiliate organization within which a violation of 
this policy occurs shall take immediate remedial action. To assist agencies in 
carrying out this responsibility, the Department of Administrative Services (DAS) 
shall notify the agency, board, commission or affiliate organization upon learning of a 
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possible violation. DAS shall be notified of any remedial action taken in response to a 
violation of this policy. 
 
Remedial action may include disciplinary proceedings against the individual or 
individuals responsible for the violation of this policy, including termination of 
employment. If, in the judgment of DAS, it is believed that criminal activity has taken 
place within the SDCN infrastructure, DAS will notify the proper authorities and will 
assist in any investigation and prosecution of any offense. 
 
DAS accepts no responsibility for traffic which violates the acceptable use policy of 
any other networks connected, either directly or indirectly, to the SDCN. If the owner 
of any network connected to the SDCN notifies DAS of a violation of their acceptable 
use policy, DAS shall inform the agency, board, commission or affiliate organization 
within which such violation occurred. It shall be the responsibility of the agency, 
board, commission or affiliate organization to take appropriate remedial action and 
notify the owner of the connected network. 

 
2.0 Definitions 

2.1 State Data Communications Network (SDCN) 
State Data Communications Network (SDCN) shall mean any data communications 
facility contracted for or provided by the State of Nebraska, including State-provided 
Internet access and network connections to State computers. 
 
The purpose of the SDCN is to provide a vehicle that allows data communications to 
occur across interstate and intrastate boundaries.  The purpose of the SDCN is to 
provide a vehicle that allows data communications to occur between agencies and 
across interstate and intrastate boundaries.  Use of the SDCN is subject to the 
policies and standards contained in this document. 

 
3.0 Applicability 

This policy shall apply to all users of the State Data Communications Network 
(SDCN). 

 
4.0 Responsibility 

The Department of Administrative Services is responsible for administration of the 
SDCN and for ensuring compliance with applicable laws, regulations and policies. 
This responsibility is statutorily granted to DAS under the statutory authority of the 
Division of Communications in sections 81-1120.01 through 81-1120.28 
 
Each agency, board, commission or affiliate organization using the SDCN is 
responsible for the activity of its users and for ensuring that its users are familiar with 
this Acceptable Use Policy. Failure to comply with this policy may constitute grounds 
for disciplinary action (see Section 1.4). 
 
This policy applies to all users of the SDCN, or any other networks accessed through 
a SDCN connection, including the Internet. Compliance with this policy and the 
acceptable use policies of any other networks accessed through a SDCN connection 
is also subject to enforcement by the owner of that network. For example, abuse 



D R A F T 

Nebraska Information Technology Commission 
Standards and Guidelines 

 
 
 

Acceptable Use Policy - State Data Communications Network Page 5 of 5 

occurring on a network outside the geographical boundaries of Nebraska will be 
considered a violation of this Acceptable Use Policy, and a violation of other 
applicable local, state or federal policies if access to that network was acquired via 
the SDCN. 
 
It is normally the responsibility of those networks to enforce their own acceptable use 
policies. The Department of Administrative Services will make every effort to inform 
its clients of any restrictions on the use of networks to which it is directly connected 
as such information is made available by the network provider. 
 
Should a violation of this Acceptable Use Policy occur, the individual who committed 
the violation shall be personally liable for his/her actions. Lack of knowledge of or 
familiarity with this policy shall not release an individual from such liability. 

 
 



Acceptable Use Policy 

 

State Government Council recommended changes to §1.1. 

 

 

 

All use of the State Data Communications Network (such as, internet 

logs and email) is the property of the State of Nebraska and is subject 

to applicable State and Federal statutes, including such as the 

open public records laws of the State of Nebraska as applicable. 

End users should not have any expectations of privacy regarding 

personal business conducted on the State Data Communications 

Network unless protected by State or Federal statute. 

 

 

(State Government Council recommended changes in RED.) 

 

 

rbecker
Acceptable Use Policy

Comment 1



Rick Becker 

From: rbecker@notes.state.ne.us

Sent: Friday, December 19, 2003 02:09 PM

To: rbecker@cio.state.ne.us

Subject: CECRLE Acceptable Use Policy - State Data Communications Network

01/08/2004

 
----- Forwarded by Rick Becker/DASCIO/NEBRLN on 12/19/2003 02:08 PM -----  

 

 
 
 
Standards and Guidelines  
The Technical Panel is accepting comments on the following draft standards and guidelines: 
- Acceptable Use Policy - State Data Communications Network (State Government Agencies)  
 
<<9. To communicate to children at home, teachers, doctors, day care centers, and  
baby sitters, to family members to inform them of unexpected schedule changes,  
and for other essential personal business. The use of the State's  
telecommunications systems for essential personal business shall be kept to a  
minimum and shall not interfere with the conduct of state business.>>  
 
Do the changes allow for the use of other messaging tools such as Instant Messaging?  
 
Randy Cecrle 
IT Manager 
NE Workers' Compensation Court 
 
 

Randy Cecrle 

12/19/2003 02:09 PM  

         
        To:        Rick Becker/DASCIO/NEBRLN@NEBRLN  
        cc:          
        Subject:        Acceptable Use Policy - State Data Communications Network

 
 

rbecker
Rick Becker
From: rbecker@notes.state.ne.us
Sent: Friday, December 19, 2003 02:09 PM
To: rbecker@cio.state.ne.us
Subject: CECRLE Acceptable Use Policy - State Data Communications Network
----- Forwarded by Rick Becker/DASCIO/NEBRLN on 12/19/2003 02:08 PM -----

rbecker
Acceptable Use Policy

Comment 2
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Title Video and Audio Compression Standard for Synchronous 
Distance Learning and Videoconferencing 

Category  Video Architecture  
Date Adopted February 21, 2002 

Date of Last Revision January 8, 2002 
Date of Next Review January 2004 

 
 
A. Authority 
 
Neb. Rev. Stat. Section 86-1506 (6).  "(The Nebraska Information Technology 
Commission shall) adopt minimum technical standards, guidelines, and architectures 
upon recommendation by the technical panel created in Section 86-1511." 
 
The Technical Panel established the Video Standard Work Group on January 9, 2001 to 
develop this standard.  
 
B. Purpose and Objectives 
  
The purpose of this document is to establish video and audio standards that will enable 
all existing and future synchronous distance learning and videoconferencing facilities in 
Nebraska to achieve interoperability and an acceptable quality of service.  
 
C. Standards 
 
Compression Standard Comments 
MPEG-2 • MPEG 2 is specifically intended for applications that 

require high quality video or “full motion video.” 
• Expected data rates include T-1 (1.5 Mbps) or higher. 

H.263 video with G.722 
audio 

• Low data rate teleconference applications.  
• Expected data rates less than T-1 (1.5 Mbps). 

 
D. Applicability 
 
These standards apply to synchronous distance learning and videoconferencing facilities 
as follows: 
 

• If utilizing state owned or leased communications networks: 
 

o Any synchronous distance learning facility or videoconferencing application 
which utilizes state owned or leased communications networks must comply 
with the compression standards listed in Section C; or 

o The entity must provide, or arrange for, the necessary gateway technology to 
comply with the standards. 
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• If using state funding: 
 

o All new facilities or applications receiving state funding must comply with 
the compression standards listed in Section C, unless the facility is joining 
an existing, non-compliant consortium contract. 

o All existing facilities or applications receiving state funding for ongoing 
operations must convert to the standards listed in Section C as soon as 
fiscally prudent or upon renewal of any existing communications service 
contract, whichever comes first. 

 
These standards do not apply to the following entities: 

• University of Nebraska (relating to the university’s academic research mission) 
• Legislature 
• Any entity which applies for, and receives, a waiver of these requirements from 

the Technical Panel of the NITC. 
 
GENERAL STATEMENT ON APPLICABILITY  
The Governing board or chief administrative officer of each organization is responsible 
for compliance with these standards. The NITC will consider adherence to technical 
standards as part of its evaluation and prioritization of funding requests 
 
E. Implementation 
 
As part of the original planning process, the work group identified some questions to be 
considered when forming an implementation plan. 
 

• How will new systems be integrated into the current system using the new 
standard as they come on line? 

• How will existing systems be integrated into the new standard until replaced or 
upgraded? 

• How will the existing system be upgraded to the new standard? 
• What is the financial impact and what are ways to minimize it? 

 
The largest impact of this migration will be to the K-12 distance learning consortia. In the 
case of these consortia it is the recommendation that each consortium upgrade as a 
group. They should do so when their current contracts expire. All new sites that install 
interactive distance learning facilities prior to that date should adopt the current 
technology used by the consortium they will join. Any new consortia installations should 
adopt the new standard. 
 
When the consortia were originally built, each vendor had to install the CODEC and 
switching infrastructure to support the specific technology adopted at that time for that 
consortium. The vendor charged an up front “engineering” fee, which helped to absorb 
some of the cost of that equipment. Some portion of the on going monthly connectivity 
fee helps to pay for the rest of that capital cost as well as the maintenance and other 
operational costs over the life of the contract. Our suggestion is that when a consortium 
upgrades, it takes on a new contract and the vendor can then follow this same 
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methodology to cover its fiscal obligations. Though the cost of the new equipment will be 
different to some degree than the originally installed equipment, taken over the life of the 
contract, it should be a very similar.  
 
An issue related to this concept are those sites who came on late in the contract who 
may not have paid their full share of the local CODEC and associated switch port costs. 
These will be relatively small in number, and the diminished scale of return will be 
minimal.  
 
This plan eliminates the need for many gateways in the system. A single gateway would 
be needed only when passing between consortia, not at multiple sites within a single 
consortium.  Each consortium could assess its need to share traffic with other consortia 
until they have each migrated to the new standard. In the interim some gateways already 
exist in the state and they would still be available as required until migration precludes 
the need. 
 
F. Responsibility 
 
An effective program for video standards compliance involves cooperation of many 
different entities.  Major participants and their responsibilities include: 

1. Nebraska Information Technology Commission.  The NITC provides strategic 
direction for state agencies and educational institutions in the area of 
information technology.  The NITC also has statutory responsibility to adopt 
minimum technical standards and guidelines for acceptable and cost-effective 
use of information technology.  Implicit in these requirements is the 
responsibility to promote adequate quality of service and uniformity for 
information systems through adoption of policies, standards, and guidelines.   

2. Technical Panel Video Standards Work Group.  The NITC Technical Panel, 
with advice from the Video Standards Work Group, has responsibility for 
recommending video standard policies and guidelines and making available 
best practices to operational entities. 

3. Agency and Institutional Heads.  The highest authority within an agency or 
institution is responsible for interoperability of information resources that are 
consistent with this policy.  The authority may delegate this responsibility but 
delegation does not remove the accountability. 

4. Information Technology Staff.  Technical staff must be aware of the 
opportunities and responsibility to meet the goals of interoperability of 
information systems.   

 
G.  Resource and Background Materials 
 
See the Video Standards Work Group report, entitled A Video and Audio Standard for 
the Distance Learning Networks of the State of Nebraska, dated November 28, 2001. 
This document can be found on the NITC Web site at: 
http://www.nitc.state.ne.us/standards/ 
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The following resource materials are provided as a public service. Accuracy of content is 
neither implied nor guaranteed by the NITC or its advisory groups. 
 

For background tutorial material on H.263, see:  
http://www.4i2i.com/h263_video_codec.htm 
For background material on MPEG-2, see: 
http://www.bbc.co.uk/rd/pubs/papers/paper_14/paper_14.html and 
http://www.crs4.it/~luigi/MPEG/mpeg2.html#What%20is%20MPEG-2 

 
 
H.  Glossary 
 
Bandwidth 

In digital applications, this term refers to the speed at which data is transmitted. It is 
usually expressed in terms of bits per second. It is often used interchangeably with 
the term data rate. 

 
CODEC 

Stands for Encoder / Decoder or Coder / Decoder. This device changes outbound 
analog video and audio into data and inbound data into analog video and audio. It is 
a device that attaches directly to the video and audio source (the classroom). 

 
Data Rate 

This is the amount of digital information that a system can process and/or transmit. It 
is usually expressed in terms of bits per second. It is often used interchangeably with 
the term bandwidth. 

 
Distance Learning 

Distance learning is the delivery of educational experiences where the instructor(s) 
and student(s) are indifferent locations and engaging in learning at the same time 
(synchronously) or at different times (asynchronously). Synchronous distance 
learning typically involves 2-way interactive video delivered to two or more 
classrooms. 

 
G.7xx 

A family of audio protocols with varying specifications as developed by the ITU. 
Examples include: 

 
 Standard  Req’d Bandwidth Frequency Response 
 ITU-TG.711  56/64Kbps  50Hz – 3.4KHz 
 ITU-TG.722  48/56/64Kbps  50Hz – 7KHz 
 ITU-TG.728  16Kbps  50Hz – 3.4KHz 
 
Gateway 

As used in this document, this term refers to a device or system that allows a system 
using one protocol standard to communicate with a system using a different protocol 
standard 
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H.2xx 
A family of video protocols with varying specifications as developed by the ITU. 
Examples include H.261 and H.263. They are differentiated by the specific 
algorithms used to encode and decode video. 

 
H.3xx 

A family of communications protocols with varying specifications as developed by the 
ITU. Each of these protocols have multiple options of video, audio and data protocols 
defined within them. Examples include: 

 
 H.320 for transportation on an ISDN network 

H.321 for transportation on an ATM network 
H.323 for transportation on an IP network 

 
ITU  

International Telecommunication Union, headquartered in Geneva, Switzerland is an 
international organization within the United Nations System where governments and 
the private sector coordinate global telecom networks and services. Website: 
http://www.itu.int/home/index.html 

 
Mbps 

 Mega Bits Per Second – Millions of bits per second. 
 
MPEG 

Motion Picture Experts Group – A body that defines protocols for digitally encoding 
video and audio. Some of the protocols defined by this group include: 

 
 MPEG 1 – Designed to compress the data required to pass analog video and  

audio. 
 MPEG 2 – An improvement in efficiency over the algorithms of MPEG 1 
 MPEG 4 – Designed to incorporate voice, video and data as objects that can be  

transported interchangeably. 
  MPEG 7 – A meta data system used as a search engine for other MPEG files. 
 
Network 3 

The low bandwidth, satellite delivered, teleconference network operated by NET. 

NVCN 
The Nebraska Video Conference Network – A network of the DOC and operated by 
NET. It is a low bandwidth, terrestrially delivered, teleconference network. 

 
Teleconference 

A meeting held at two or more locations linked by means of technology. 
 
 
I.  Related Policies, Standards and Guidelines 
 
None. 

http://www.itu.int/home/index.html
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Draft Document  Office of the CIO/NITC   12.19.03 

Proposed Timeline for Review of Video/Audio Standards for the State of Nebraska 
 
 
Tue, January 13, 2004  Technical Panel Meeting; Reconstitution of Video/Audio   
    Standards Work Group charter 
 
Tue, February 10, 2004 Technical Panel Meeting; Approval of Video/Audio Standards 
    Work Group members 
 
Feb. 10-April 13, 2004 Work Group researches standards, updates Video/Audio Standards  
    document, and makes recommendation to the Technical Panel 
 
Tue, March 9, 2004  Technical Panel Meeting; update from Video/Audio Standards  
    Work Group 
 
    NITC Meeting; Advanced notification of Video/Audio Standards  
    revision during Technical Panel report 
 
Tue, April 13, 2004  Technical Panel Meeting; Approval of Video/Audio draft   
    document and posting for 30-day public comment period 
 
Tue, May 11, 2004  Technical Panel Meeting; Review of comments and changes to  
    draft document; forward to NITC 
 
Thu, June 3, 2004  NITC Meeting; review and approval of revised Video/Audio  
    Standards document 
 
Fri, June 4, 2004  Posting to “Technical Infrastructure—Standards and Guidelines” 
    Website: http://www.nitc.state.ne.us/standards/index.html 
 



Introduction 
In the City of Kearney, a Kearney Public Sector Telecommunications (KPST) group was 
formed to regularly meet and discuss the strategic direction of telecommunications 
services in the City of Kearney.  This group’s purpose was to provide a collective 
direction for public sector agencies in Kearney to better share resources and provide a 
unified voice to the telecommunications providers in the community.  As a part of this 
process, discussions evolved related to the use of Voice Over Internet Protocol (VoIP) 
technology within the public sector entities.  In order to better understand VoIP, this 
group initiated a pilot project in July of 2003.  The goal of this project was to evaluate 
systems from various manufacturers and examine best practices and/or lessons learned.  
The KPST group wanted to examine first hand if VoIP was effective, efficient, and 
reliable.  This project would also provide an opportunity to examine various 
manufacturers’ systems and evaluate issues related to cost, features, and the system’s 
ability to work seamlessly with other VoIP systems across the State.   
 
The Environment  
Kearney Nebraska is a community in central Nebraska, the county seat of Buffalo County 
located on the north bank of the Platte River, with a population of approximately 28,000 
people.  Situated in the south-central part of the state, Kearney is 186 miles west of 
Omaha, Nebraska and 361 miles east of Denver, Colorado.  Kearney is the home to the 
University of Nebraska at Kearney; 9 public and 2 private elementary schools; 2 public 
middle schools; and one public and one private high school; Good Samaritan Hospital, (a 
287-bed acute-care facility); County Government (employing 200+); City Government 
(employing 200+) and State Government agencies (employing 250+).  The Kearney area 
economy has developed with a balance to include: manufacturing, medical services, 
agriculture, regional retail and wholesale, tourism and higher education. The majority of 
residents work in the trade, retail, wholesale and services areas, though several thousand 
are employed in manufacturing and construction. Major employers include Baldwin 
Filters, Eaton Corporation, Coleman Powermate, Morris Press, Marshall Engines, West 
Company and Chief Industries Inc.  The incumbent local exchange carrier (ILEC) in 
Kearney is Frontier, a Citizens Communications Company with corporate offices in 
Stamford, CT.   
 
Why VoIP? 
All of the literature promises VoIP as a feature rich, cost effective method of providing 
voice communications.  The possibility that VoIP could save dollars on 
telecommunications services was worth exploring.  Specific to the individuals in this 
pilot were the following facts: 
 

• Many of the agencies involved covered several locations within the community 
and surrounding communities, with some agencies having locations in nearly 
every community in the State.  These locations totaled approximately 40,000 
telephone lines, and generate more than 3 million minutes of toll usage monthly.  
In many cases these locations are linked to a common WAN (Wide Area 
Network).  The concept that toll calls could be made from one office to another 



while bypassing the Public Switched Telephone Network (PSTN) and the fees 
associated with the PSTN was appealing. 

• The agencies and departments involved in the pilot routinely move offices from 
one location to another.  Often these moves require the addition of wiring 
infrastructure to meet the demands for both data and voice communications.  The 
ability to share a common wiring infrastructure between voice and data traffic 
appeared to hold another possibility for cost savings in terms of construction. 

• The rising cost of local telephone service was an additional reason for the 
exploration of alternative means of voice communications.  By installing VoIP 
systems, the number of PSTN connections could be drastically reduced as 
opposed to the current Centrex environment.  The potential savings could be 
remarkable as long as the costs of deploying and maintaining a VoIP network did 
not outweigh the savings. 

• The local Centrex contract nearing an end and the University of Nebraska at 
Kearney, as well as the State offices in Kearney, are now faced with a decision.  
Currently Frontier Communications, the local exchange carrier, holds the Centrex 
contract.  They also own the campus telecommunications wiring at the University.  
Even if another carrier were to propose service at a lower rate than Frontier, there 
would still be an estimated $250,000 in cable plant construction to replace the 
Frontier owned wiring. 

 
The Plan 
As the group started to work on a plan to implement this pilot, provider participants were 
identified and invited to participate in numerous ways.  Some of the KPST participants 
had already initiated dialogue with potential providers of VoIP equipment, others asked 
for suggestions from contacts they had in other user groups, one KPST participant was on 
the verge of implementing the technology in their setting, and many providers contacted 
the group after hearing of the project.  In order for a provider to participate in the pilot, 
the provider was required to provide a large business size VoIP system and 
approximately 30 IPO telephone sets.  The system provided must be E911 capable and 
able to interface with the PSTN using ISDN BRI trunks.  Each system was provided by 
it’s vendor at no cost to the Kearney Public Sector Telecommunications group for a 
period of 30 days.  The T-1’s and circuits used for the pilot project were ordered, 
installed by and paid for by the Kearney Public Sector Telecommunications group. 
 
Providers who wished to participate in the pilot project were invited to give a one-hour 
presentation opportunity to introduce their company and product offering to the KPST 
group on July 23, 2003.  The majority of the providers took advantage of this 
opportunity.   
 
Each of the public entities participating in the pilot project designated a Team Leader and 
a support group from their organization assigned to working with one of the participating 
providers.  Three hour one-on-one training sessions with each provider were scheduled 
from July 28 through August 13.  This training was open to anyone that wished to attend 
and went into detail on system operation, software, features, and options of the individual 



systems.  Each KPST entity was given the opportunity to test three VoIP telephones from 
each provider.   
 
The original target date for equipment to be installed and ready for testing was August 1, 
2003.  However, due to the tight timeline, installation of the T-1’s and circuits was not 
completed until the second week of August.  This pushed back the initial start date for 
testing and system implementation.   
 
Testing would be twofold.  Each public sector entity was given the ability to place calls 
on the system.  Secondly, a systematic and ordered test would be performed on each 
provider’s system to document performance.  Each provider would be able to be present 
for the tests that were performed using their equipment.  These tests were schedule for the 
first part of September.  The vendors would be asked uniform questions about the 
particular equipment they had installed for the pilot project.  The questions tested and/or 
verified their equipment and software capabilities.  Finally, testing would be completed to 
observe call quality under various network conditions and scenarios.   
 
The Players 
The following is a list of entities that participated in the project as a part of the Kearney 
Public Sector Telecommunications group. 
 
Buffalo County  
City of Kearney 
Educational Service Unit #10 (ESU10) 
Good Samaritan Hospital 
Nebraska Educational Telecommunications Commission (NETC) 
State of Nebraska-Division of Communications 
University of Nebraska at Kearney 
University of Nebraska at Lincoln 
University of Nebraska Central Administration 
 
The Equipment 
3COM  NBX 100 
AVAYA S-8700 
Intertel  8660 
Mitel   3300 
Nortel  Succession 3.0 with BCM 
Siemens HiPath 3000 and 5000 
 
The PSTN 
Each IP system was connected to the PSTN via Intergrated Services Digital Network 
Primary Rate Interface (ISDN PRI) trunks.  Unlike typical T1 trunks,  ISDN trunks 
utilize our of band signaling, allowing for full 64k voice due to the use of out of band 
signaling.  To save on costs, only the “D” channel and 2 “B” channels for each circuit 
were installed.  Although standard voice trunks, or even two wire direct inward dial 
trunks could have been used, PRI was chosen to ensure that the actual station number 



would be outpulsed as automatic number identifications (ANI) to the PSTN.  Typically, a 
single ANI is outpulsed for every call for other types of T1 trunks.  This was important 
for two reasons.  First, with the actual ANI being outpulsed, the long distance carrier 
could send accurate billing detail with the actual originating telephone number rather than 
the ANI assigned to the T1 circuit or one of its trunks.  Station Message Detail Recording 
(SMDR) could then be used for validation of toll carrier billing records.  Even though the 
carrier billing records would accurately identify toll calls from their originating stations, 
the system SMDR would still be needed for accounting of toll calls that traverses the IP 
network.  Second, since PRI service outpulses the actual station number to the 911 call 
center, dispatchers are able to more accurately pinpoint the address of the caller instead 
of the address associated with the particular trunk from which the 911 call was sent.  E-
911 will be discussed in further detail later in this document.   
 
PRI trunks can also be configured for direct inward dial (DID) service.  This allows each 
telephone set to have it’s own unique telephone number regardless of the number of 
trunks assigned to the system.  If necessary, hundreds of telephone sets can have a unique 
number identification when the actual ratio of trunks to extensions may only be 6:1.  If 
standard analog trunks are used, the number of unique telephone numbers assigned are 
limited to the number of trunks installed on the system.  By using standard trunks, 
telephone calls can be routed to particular sets one of three ways.  First would be to 
assign a trunk to each telephone set.  This allows calls to be accurately routed to their 
destination.  This does not make very economical use of the telephone system as a 
separate trunk would need to be purchased for each telephone set.  The second method 
would be to send all calls to an attendant.  By sending calls to an actual attendant, much 
of the attendant’s time would be devoted to answering and routing telephone calls, again 
not a very economical use of a high tech system.  A third option would be to route calls to 
an automated attendant where the caller could then be routed to an extension within the 
system.  The group believed that in an actual deployment of any of these systems, there 
would be a need for DID service.  Therefore in the pilot all systems tested were 
configured in that manner with PRI. 
 
On a mature VoIP network, the data network available would be used to transport voice 
traffic from system to system.  Aside from toll bypass, this would also reduce the need 
for PSTN trunking.  This would reduce the overall cost for local telephone service.  
However, even with the worlds most robust, and sophisticated VoIP network, the need 
for reliable PSTN connectivity still exists.  PSTN trunks connect a private network with 
the outside world.  PSTN trunking also serves as a backup in the event that IP routes are 
either out of service or full. 
 
The Network 
As this pilot was discussed and planned, it should be noted that the KPST participants 
were not supported by a common LAN or WAN.  In order to connect between the 
participants in this pilot, three T1 circuits were installed by the local exchange company.  
These circuits connected the Buffalo County Court House, Good Samaritan Hospital, and 
the City of Kearney to a common WAN with the rest of the participants.  
 



All Kearney agency circuits as well as the University of Nebraska Kearney LAN were 
connected to a CISCO 7206 at the UNK campus in Kearney.  A DS3 connected the 7206 
with the University of Nebraska Central Administration (CSN) network located at the 
University of Nebraska in Lincoln.  Nebraska Educational Telecommunications (NET), 
the State, and UNL were connected to the Kearney agencies via high speed WAN 
connections through CSN.  The University of Nebraska Computer Services Network 
(CSN)  router (referred to as UNK7206) interface for the call managers connected to a 
Cisco Catalyst 5509 on a port with a secluded virtual LAN (VLAN).  Secluded, for this 
purpose, means there was no network connectivity allowed to that VLAN; only devices 
directly attached to it would communicate within that VLAN.  On the 5509 two 
additional ports were assigned to that VLAN.  One was directly connected to an 
Enterasys Vertical Horizon switch which provided connectivity for the Nortel, Inter-Tel 
and Mitel systems.  The other was a VLAN trunk to a Cisco Catalyst 5505.  Numerous 
ports on the 5505 were used to attach the Avaya, Siemens and 3Com systems.  The only 
connectivity outside of the isolated VLAN was CSN’s 7206.   
 
The general path for a phone anywhere on the UNK campus would be: 
From phone  to the building’s switch,  to the central 5509,  VLAN trunk to 
UNK7507 router,  to UNK traffic rate limiter,  to CSN7206,  UNK5509 private 
VLAN,  either 5505 or Vertical Horizon switch as appropriate,  call manager.  The 
path for a phone in the pilot is the same as above, substituting building’s switch with the 
5505.  The UNK rate limiter performed no prioritization on any of the VoIP traffic.  It 
simply passed it as is, i.e. it did not rate limit it. 
 
To UNK all these systems looked like devices on the Internet.  Each vendor may or may 
not have supplied their own switch to attach their systems to the UNK equipment. Nortel, 
Mitel and 3Com provided their own switches, which in turn attached to the UNK gear.  
The phone test bed was various ports on the 5505 which were in the same VLAN as the 
Communications Center.  This VLAN is part of UNK’s internal network.   
 
Configuration on the CSN 7206 located on UNK campus included setting up controllers 
and serial interfaces to support the three T1 connections listed above.  Other changes 
included defining IP routes, and Border Gateway Protocol (BGP) network statements.    
BGP allows other neighbor routers know its IP routing tables. 
 
There was no Quality of Service (QOS) initiated on the network, aside from the select 
test calls requiring it.  The UNK router also had a short (3-5 lines) access list on all 
interfaces to block pings and port 135 in order to limit viruses.  The Internet interface 
(going to call managers, CSN7206) had a 40-50 line inbound and 40-50 line outbound 
access list filtering various IP address, ports, etc.  The following is a list of the various 
WAN connections involved and their bandwidth capacities.   
 

• UNCSN network (6509-FW-Core6509) to NU7507: Gig  
• NU7507 to CSN LS1010 at our border: 155 Mb.  
• CSN LS1010 to CSN 7206 at UNK:  45Mb. 
• UNK network: 100 Mb 



• CSN 7206 @ UNK to UNK7500:  100Mb 
• CSN 7206 @ UNK to Call Managers: 100 Mb; later moved to 10Mb 
• CSN 7206 @ UNK to 2610 @ City of Kearney:  T1 
• CSN 7206 @ UNK to 2610 @ Buffalo County:  T1 
• CSN 7206 @ UNK to 2610 @ Good Samaritan: T1 
• CSN 7206 @ UNK to ESU10:  10 Mb 
• ESU10 to Kearney Public Schools:  10 Mb 
• UNL to UNCSN Core6509:  Gig 
• NETV to UNL: 100 Mb 
• State of Nebraska to UNCSN Core6509:  10 Mb 

 
Installation 
Installation was accomplished over approximately 3-1/2 weeks.  Many of the issues that 
were uncovered dealt with communication issues.  This was a large project with six 
different vendors all working to install their equipment within the same general 
timeframe.  Getting everyone on the same page was a major goal.  The KPST team 
continues to ponder whether this goal was difficult because of the size of the project or 
the complexity of the project.  It was also difficult to know whether issues arose because 
the vendors were not prepared or the KPST participants were not prepared.   
 
Facilitation was a large part of the project for the KPST members.  Generally none of the 
vendors were totally self-sufficient when it came to installation.  They all needed 
something.  There were questions about test design, network configuration, extension 
configuration, etc.  KPST participates could only answer the network questions related to 
their piece of the network.  It would be difficult to describe what the vendors needed.  
There were practical items such as where to put their equipment, what to connect it to, 
where to place themselves, and directing them to the correct people for information.   
 
Although each vendor prepared their equipment prior to arrival at the installation 
location, there was a considerable amount of work that still needed to be done once they 
arrived on site with their equipment.  Most of the vendors had at least 2 people on site for 
about 1-1/2 weeks – with the majority bringing in 3-4 people for the first week.  There 
appeared to be a general confusion about what addressing schemes should be used in 
what parts of the pilot, getting the PRI/DIDs straight, “what are you going to do in this 
test,” and other “what do we have to do to make things work” issues.  The different 
vendors were at different stages of preparation prior to arriving in Kearney.  The KPST 
team had taken steps to assure that the information was given to the vendors in writing.  
There were some modifications that took different timeframes to float between each 
vendor, which may have been some cause for the time and resources needed to deploy the 
equipment.  But the size and complexity of the project may have been the major 
contributing factor to the amount of time and resources that appeared to be necessary to 
get the project off the ground.     
 
Because installation was done through a combination of both the user and the provider, 
information directly from the KPTS participants is most appropriate.  The following 
represents comments from the user community related to the installation process.  These 



comments are perceptions of the users and not necessarily fact.  However, it is important 
for the purpose of this test to understand the viewpoint of the actual users.  
 

• I personally thought installation of equipment took a lot longer than it should have 
but then maybe my expectations were set too high. Some vendors seemed much 
more prepared than others.  As a team I think we should have also been more 
prepared with documentation which might have helped the vendors more. 

• The person who resides in that room where we did the testing could probably tell 
us a lot about what occurred behind the scenes in regards to the vendors who 
occupied that area. He had told me he overheard comments as they were setting 
up their equipment that they probably didn’t intend on him hearing. 

• The vendor displayed interest in establishing one-on-one help to each of the 
participants in the test.  Phones were either pre-configured or time was spent 
instructing user how to configure their own.  Gave out good documentation on the 
configuration of their setup.  I received a manual with information about the 
products and whitepapers on VoIP.  Also spent time with at least some of us 
going over the management of the Call Manager. Call Manager interface was 
“okay”, just not as user-friendly as other ones.  I used the softphone feature on my 
laptop.  Worked fine once I used a USB headset instead of a normal headset using 
the PC sound card. The thing I didn’t like about the softphone was that it took 
over the deskset instead of acting independently.  Licensing feature using the 
softphone was set within the Call Manager software.  

• The vendor pre-configured their phones but at least some of them were mis-
configured most likely because they didn’t have the correct IP information the 
first time around. Call Manager interface was easier to work with. Also used the 
softphone feature which used a physical device that plugged into a USB port. This 
provided the licensing feature.  I actually preferred this softphone over others.  
Also required the use of the USB headset to get quality voice.    On the this 
phone, my phone number was being handed out as a number for the Kearney 
Holiday Inn for registration.  I had quite a few phone calls asking for information 
or to register.  The vendor also gave out a CD with information on their product.  

• This phone on my desk never did work.  I believe that was reported to the vendor 
but it was never resolved.  Never had any contact with this vendor.  

• The individual techs with this vendor were very helpful each time I talked with 
them. Phones were pre-configured so when I went to re-configure them for the 
test in another location I had to get information on how to enter configuration 
mode.  No manuals/documentation were included with the phones.   The vendors 
was willing to let us continue to test with their equipment for another 3 weeks so 
that key people could test them.   

• We were asked to test their wireless phone with our Cisco Aironet access point.   
When it did not work, the blame was put on the software of the Aironet which is 
not IOS.  Said we would have to upgrade our software.   

• I noticed one vendor had repeated problems with their servers which had to be 
rebooted to recover.   



• My telephone came pre-configured but if I remember correctly had a 
configuration error.  Was easy enough to fix once you figured out how to get into 
setup mode. Never had any contact with this vendor. 

• Phone came pre-configured. Don’t remember having problems with it but don’t 
necessarily remember receiving phone calls on it.  I believe I placed some but did 
not get any responses to voicemail.  

• I had delusions of sitting by each vendor and picking their brains as to what they 
were doing.  I did not have the time.  There were so many ordinary mundane 
things they needed constantly, it is hard to even think of what took so much time. 
Generally I spent 6-10 hours a day “facilitating” for 3 weeks. 

 
Blaster, Sobig and Welchia Worms 
August 2003 was the height of several worm infections in the world.  Although 
unplanned, this was an opportunity to see how the various systems reacted when an 
unplanned virus entered the network. 
 
The Sobig worm is an email based worm initially released in January 2003, but had later 
updated versions on the Internet found.  The most dangerous versions were released in 
June 2003.  According to the McAfee website, when the virus successfully infects a 
Microsoft Windows based machine, it uses its own internal SMTP engine to mail itself to 
any email addresses found on the infected machine.  This has the effect of creating 
thousands of new, very active mail servers on the Internet.  Existing mail gateways are 
saturated with new messages that contain the virus attachments and in the case of 
networks that use Outlook and Exchange as their email providers the network and routers 
were saturated with traffic.  In cases where Outlook was patched to the latest Microsoft 
standards user intervention was required to open the virus and continue the spread of 
Sobig. 
 
Blaster was a different from Sobig in that it didn’t use email or require user intervention 
to spread.  Information on the McAfee web site related to Blaster stated, "an infected 
machine (running msblast.exe) will send out malformed packets across the local subnet to 
the RPC service running on port 135. When these packets are received by any unpatched 
system, it creates a buffer overflow crashing the RPC service on that system. All this can 
occur without the worm actually being on the machine. The remote shell still gets created 
on TCP port 4444, and the system may unexpectedly crash upon receiving malformed 
exploit code."  This worm allows complete remote control of an infected machine and 
saturates the network with the infection attempts on port 135.  Only Windows NT, 2000, 
and XP machines were effected by this worm. 
 
The final worm to hit the Internet was the Welchia worm.  This one came after Blaster 
was introduced.  Its creator meant for it to clean up any Blaster infections automatically 
by exploiting the same vulnerability as Blaster.  It however used a different method of 
finding machines to infect than doing a simple service sweep for port 135.  Welchia sent 
out repeated ping sweeps (especially on the local network) looking for possible machines 
to infect.  This increased the ICMP traffic to new unheard of heights, and brought routers 



to 100% CPU utilization.  This slowed down or completely disabled many large networks 
around the world. 
 
The University of Nebraska Kearney network had an access list on the network to block 
ICMP pings or UDP traffic on port 135.  The phones/PCs used in testing at the State of 
Nebraska, University CSN, UNL, and NET were all located behind firewalls.  It does not 
appear that viruses bothered the telephone test bed much.  At Kearney viruses were 
contained within buildings, and there were no viruses detected in the Communications 
Center in the test bed (lab).  However, the call managers were in the open Internet in 
terms of the attachment to the UNK network.  Unless there was something at UNL or 
CSN blocking viruses, the call managers were free and open “in the wild.”  One vendor’s 
system appeared to become infected by Blaster.  Other vendors had minor virus issues.  
Some of the personal laptops became infected; but they were being used for their own 
work needs.   After receiving a phone call from University CSN Networking stating that 
it was flooding the network, the vendor was asked to remove it from the network.  Their 
laptops had no real use associated with the VoIP test. 
 
There was an occurrence on a server that was handling voicemail.  When the virus ran, it 
infected the host computer and then emailed itself, using its own SMTP engine, to 
harvested email addresses from the email machine.  As it propagated, the worm 
"spoofed" the "from: field", using one of the email addresses it had harvested    With the 
ability to send so many emails, Sobig can really sap bandwidth and slow down network 
performance.  The first two occurrences happened in early August before actual testing 
began.   
 
Although the So-Big virus did not reveal any issues related to virus infection at the 
telephone level, the stress testing did show that the phones may be very susceptible to 
Denial of Service issues.  In test performed using SolarWinds, results showed minimal 
traffic needed to be addressed directly to a telephone set to cause problems.  Quality of 
Service (QoS) does not appear that it would not resolve this problem.  QoS would 
prioritize VoIP traffic to the telephone, but the phone would still be flooded with 
DOS/DDOS traffic. 
 
Security concerns 
While it’s easy enough for someone to pick up a standard Time Division Multiplexing 
(TDM) telephone and make fraudulent calls, it is still somewhat controllable from a 
physical security standpoint.  However, it is far more difficult to control a situation where 
someone could make calls using a telephone number yet be physically located anywhere 
on the network or even the internet.  One of the advantages VoIP vendors market with 
this technology is mobility.  With many of the systems tested, users can move from one 
telephone set to another by merely “logging in” to the telephone by entering an extension 
number and a password that is validated by the system.  This feature could require a 
whole new set of security policies surrounding personal telephone passwords.  
Furthermore, if someone fails to log out of a telephone set and another user begins to 
make calls, it would be difficult to hold anyone accountable for calls or ensure proper 



billing for toll charges.  This can create issues if calls are being accounted for and 
tracked.   
 
Wireless access points are another security item worth mentioning.  On one occasion a 
vendor probed the lab network for an open wireless access point and was able to gain 
access.  Calls were placed using a laptop softphone while sitting in the parking lot.  This 
opens security concerns beyond the issues that come with full integrated data networks, 
but opens the possibility for someone to gain access to the telephone system by wireless 
means.  Even if the MAC (media access control) address is used to control access at the 
datalink layer on a network, this address can easily be spoofed by an attacker to gain 
access. 
 
During the setup process the Cisco Pix firewall fixup modules did not work with some of 
the vendor telephones. The fixup modules enables the H323 protocols through 
dynamically as calls are made, limiting the opening of the entire IP range to the outside 
gateways or outside telephone sets. After opening up the firewall entirely from the 
Kearney gateways and removing the H323 fixups, the telephones worked.  This indicates 
that there is some type of proprietary protocol that creates this incompatibility and may 
present a security risk if this is the only method to intermediate firewalls between the 
telephones and gateways. 
 
Only one vendor indicated that encryption was built into their voice system.  However, 
this was again due to a proprietary protocol that would not encrypt the data if it was sent 
to a different gateway.    
 
None of the telephone piloted supported Ipv6 (which includes extensions for NAT and 
VPN).  NAT is network address translation, which is commonly used to gain more IP 
address space for internal network use and security behind firewalls.  VPN is virtual 
private networking, and is used to encrypt and tunnel local network traffic over unsecured 
network links.  All vendors indicated that the telephones will be getting an update for 
IPv6, but none of the models has specific chips that are used to do encryption co-
processing.  Without these chips, if there is a need in the future for new encryption 
(which IPv6 is supposed to include) that uses more processing, it may not be possible to 
put on the telephone sets. 
 
Most of the telephones piloted supported using a computer on the same data port, with 
separation done at the phone for the different vLANs.  Software selection of vLANs 
assists with the management of traffic, but is easily attacked compared to hard setting the 
vLANs for the ports at the switch. A better solution appears to be a separate port for each 
telephone and computer, or to put the telephones on a different data switch entirely. 
 
 
A technical test of the security of each system was done using two tools.  Network 
Mapper (Nmap) was used for port scanning and Nessus for security vulnerability 
scanning.    
 



Nmap is a free open source utility for network exploration or security auditing. It was 
designed to rapidly scan large networks. Nmap uses raw IP packets in novel ways to 
determine what hosts are available on the network, what services (application name and 
version) they are offering, what operating system (and OS version) they are running, 
what type of packet filters/firewalls are in use, and dozens of other characteristics. Nmap 
runs on most types of computers and both console and graphical versions are available. 
(Taken from Security.Org’s Web site at http://www.insecure.org/nmap/) 
 
The Nessus is a remote security scanner. A security scanner is a software which will audit 
remotely a given network and determine whether bad guys may break into it, or misuse it 
in some way. It will not consider that a given service is running on a fixed port - that is, if 
you run your web server on port 1234, Nessus will detect it and test its security. It will 
not make its security tests regarding the version number of the remote services, but will 
really attempt to exploit the vulnerability. (Taken from Nessus.org’s Web site at 
http://www.nessus.org/intro.html).   Just the act of scanning a service may crash the 
remote operating system in some cases. 
 
 
The following represents findings made on the various vendors products: 

• VENDOR 1: This vendor’s telephone was picked up on the network with an open 
SNMP port. The service responded with a guessable community string, so data 
could be read from the telephone's status. According to the telephone engineer the 
only data that could be read was the status, but said that the functionally of the 
SNMP is being expanded at the request of another customer. The capability to 
disable this should be available as SNMP causes network congestion and is very 
insecure compared to alternatives. The administration interface of these 
telephones was to a control screen was via a telnet-like session. There was no 
encryption with the version of the control program.  Information related to back 
up of the configuration conflicted between engineers and training instructors. 

• VENDOR 2:  This vendor’s telephone was picked up with three main issues on 
the network.  It also had the SNMP service open with a public community string. 
Another found service was a web service to do remote configuration of the phone. 
This is a problem due to the fact that the more a device offers on the network, the 
more that could go wrong or be possibly exploited. Additionally, the web service 
had a cross site scripting attack vulnerability, a minor issue but none the less a 
vulnerability. The cross site scripting attack is done by using the device as a way 
to send unsuspecting web browsers different information than the site being 
viewed. For more information, see: 
http://www.whitehatsec.com/press_releases/WH-PR-20030120.pdf or 
http://archives.neohapsis.com/archives/vulnwatch/2003-q1/0035.html. 

• VENDOR 3:  This vendor’s telephone didn't have the SNMP problem, but did 
have a web server loaded. There did not appear to be the cross site scripting 
vulnerability on the service.   

• VENDOR 4:  This vendor’s telephones also had the SNMP.   This vendor’s 
telephones also had the SNMP issues that were present in the vendors mentioned 
previously. 



 
 
System Features and functionality 
The following system functions and features were evaluated and discussed with vendors.  
All vendor systems were capable of performing these functions unless noted. 
 
ANALOG PHONE FEATURE FUNCTIONALITY 

• Extension to extension transfer 
• Extension to trunk transfer 
• Trunk to trunk transfer 
• Trunk to extension transfer 
• Conference calling/3 way 

o One vendor’s system was unable to place conference calls of any type 
without enabling “multicast” on the data network. 

o On another vendor’s systems it was somewhat difficult at first to make 
conference calls using the screen prompts, but once a couple calls were 
made, and the screen layout was understood, conference calls became 
much easier. 

• Voice mail 
• Message waiting light on analog phone 
• Caller ID on Analog phone 
• Remote voicemail retrieval 
• Call Park/retrieval 

HARDPHONE FEATURE FUNCTIONALITY 
• Extension to extension transfer 
• Extension to trunk transfer 
• Trunk to trunk transfer 
• Trunk to extension transfer 
• Conference calling 
• Voice mail 
• Message waiting light on IP phone 
• Message waiting light on analog phone 
• Caller ID on IP phone 
• Remote voicemail retrieval 
• Call Park/retrieval 

EASE OF HARDWARE INSTALLATION 
• PSTN trunks 
• Softphone extensions 
• Hardphone extensions 
• Analog extensions 

o While some systems were easier to configure than others, all could be 
configured relatively quickly by an experienced PBX administrator.   

EASE OF CONFIGURATION 
• Static or DHCP addressing 
• PSTN analog trunks 



• PSTN direct inward dial trunks 
• Softphone extensions 
• Hardphone extensions 
• Analog extensions 
• Voice mail boxes 
• Auto Attendants 
• Button configuration 
• Automatic Route Selection patterns 
• Local PSTN termination 
• Remote PSTN termination 
• Local IP termination 
• Remote IP termination 
• 911 routing 
• Forwarding 

o RNA Ring no Answer 
o Busy 

• Pickup groups 
• Paging 

REMOTE SOFTPHONE ACCESS 
• Voice quality using Dial-up Internet 
• Voice quality using DSL 
• Voice quality using cable modem 

o Softphone voice quality was acceptable using DSL and cable modems 
however because of the limited bandwith using Dial-up internet 
connectivety voice quality was usually poor.  It is important to note that 
even while using DSL and Cable modem, call quality is still at the mercy 
of the ISP’s network and their congestion at the time. 

SMDR 
• Central system maintains common SMDR file for all remote systems 
• Daily "push" SMDR to a remote server 
• Accuracy of SMDR records 
• Single record for IP calls between remotes 

o All systems tested had either onboard SMDR logs, or traditional SMDR 
ports for use with third party call accounting systems.  Most of the smaller 
systems were not able to provide single call records for calls between 
remote sites. 

DEVICE INVENTORY MANAGEMENT 
• Report generation of all active devices, i.e. trunks, phones, VM ports 

FEATURE INVENTORY MANAGEMENT 
• Report generation of all assigned devices and features 

FRAUD CONTROL 
• Trunk to trunk transfer prevention 
• Does system prevent Outbound calls from voicemail server  
• Password login required for IP phone boot up 
• Methodology to prevent unauthorized move of IP telephones  



E-911 
• Using PRI, ability to present actual station number to PSAP 
• Capability of interfacing directly with ALI database 

o While some of the vendors tested provide additional software and 
hardware to support this function, none was provided for the test. 

• Is your system capable of keeping track of phone sets that are moved from 
building to building and updating the ALI database without administrator 
intervention? 

o While some vendors provided ways of tracking telephone set movement, 
none was fool proof and the ultimate  responsibility of keeping ALI 
database information up to date rests with the telephone system 
administrator 

• Handling of E-911 on remote softphone access 
o Softphones were capable of placing 911 calls however most vendor 

systems were capable of blocking 911 calls from softphones.  There is no 
automated way to ensure correct ALI information is sent to the PSAP 
when softphones are used from remote off-net locations. 

• Notification of onsite personnel when 911 is dialed 
o Most systems tested were capable of notifying onsite personnel in the 

event of a 911 call 
MEASURED UPTIME 

• Device 
• PBX system 
• PSTN connections 
• WAN connection 

o All PBX’s, end devices, WAN, and PSTN connections remained relatively 
stable however, they were at the mercy of the network equipment.  Any 
time a router, switch, CSU, or any other network device experienced 
trouble, voice quality or service altogether was compromised. 

QOS 
• Built in QoS or network provided  
• Type of QoS optimal for system 
• H.323 or SIP technology 

o While some of the systems or telephone sets were capable of providing 
their own QOS, QOS must be configured on each and every device on the 
network in order to operate successfully.  If calls pass thru a half dozen 
routers, and even one is not configured for QOS, call quality will suffer 
during periods of high usage. 

DISASTER PREPAREDNESS/RECOVERY 
• Redundant processors 
• Ability to install a second system on WAN to take over complete call control in 

the event primary system failure 
• Operating system backup, i.e. tape drive, LAN/WAN storage, etc. 
• Ability to completely erase and restored data within 30 minutes from backup  
• Time it takes system to become fully operation after power loss and restoration 



• Automatic recovery after power loss or intervention required 
o All systems came equipped with various backup strategies all of which 

were acceptable.   
o Of the systems tested only 2 had redundant onboard processors.  Some 

systems relied on a second independent processor for backup. 
o All systems tested were capable of rebooting in the event of a power 

failure within an acceptable amount of time without Administrator 
intervention. 

 
Test calling 
 
All vendor telephone sets presented proper ANI to the PSAP when test calls were made 
with the exception of one.  In that particular telephone, a programming parameter was 
evidently set to send a “test” number on caller ID delivery, and that test number was 
presented to the PSAP. 
 
With directed traffic some of the systems had issues, leading one to believe that there was 
a possibility the traffic actually interfered with the VoIP traffic.  The tests included 
additional traffic passed the same exact path/ports as the telephone traffic, but was not 
aimed at the telephone.  The majority of the systems handled the calls just fine.  The tests 
were brief and not as complete as they could have been with additional time.  From a 
network perspective, it might be more difficult than first expected to protect IP phones 
from unwanted traffic.  Isolated or limited access vLANs might be reasonable.  However, 
unplug the telephone & plug your PC into the port or configure your PC to talk vLAN 
headers and it will probably be in the phone vLAN.  Port/MAC address locking also be a 
feasible option, but difficult to manage when faced with a campus full of it.  Limited 
access vLANs would typically be protected by a firewall or router access list (ACL), but 
without packet content filtering, which neither typically would do, a DOS on the same 
port number, would probably get through.  Frankly, protecting VoIP phones and call 
managers from network traffic will require special planning and rigor.   
The models we initially received were not hard to setup. While some of the telephone 
systems were initially shipped to us with the wrong IP configuration, it was intuitive 
enough to reconfigure them manually. Next came telephone usage. Many of the tests 
were concerned with the data side of testing the voice over IP telephones and how that 
affected quality. These were rated on a scale from 1 to 5, with 1 being the worst and 5 the 
best. 
 
There were three tests done to evaluate data loads from the network. All were without 
QoS. First was same vendor VoIP system ---> VoIP system.  A low data rate from 
internal traffic was acceptable. There were sporadic drops of voice in the first few 
seconds the load was applied, but it did recover to normal levels. When being hit with a 
high load of traffic, all voice was killed – nothing could be heard.  
 
The next test was regular telephone--->VoIP system. When doing the moderate network 
load, the packets were dropped more often.  Even after the load had continued, the 



conversation was still understandable.  But was annoying at times. The high load for this 
type of traffic also killed the conversation. 
 
The final testing done with the vendor IP system was to the other vendor’s IP telephone. 
The results for this test were the same as with the regular telephone to the VoIP 
telephone. 
 
E-911 
In order to understand the relationship between VOIP and E-911, we must first 
understand how E-911 is designed, how it works, and its limitations.  Most 911 call 
centers in the State are E-911 capable.  This means that when a caller dials 911, the 
dispatcher answering the call receives two pieces of information.  The first item is 
Automatic Number Identifier (ANI), which is the callers telephone number.  The 911 
operator uses the ANI to call the party back in the event that the call is disconnected.  
ANI should be the actual telephone number of the person making the 911 call.  The 
second piece of information is the ALI, or Automatic Location Identifier.    ALI 
information contains the actual street address where the ANI is assigned.  The ALI is kept 
in a separate database typically maintained by either a third party or the telephone 
company itself.  When a call comes into the 911 Center, the ANI is received by the 
computer system controlling the calls at the same time the call is handed to an operator.  
When the computer system receives the ANI it connects to the ALI database and begins 
to query for the caller’s physical address.  The ANI and ALI information is then 
presented to the operator so that they can route the appropriate emergency personnel to 
their location as they are speaking to the caller.  Simply put, inaccurate ANI and/or ALI 
information could at the very least slow the response of emergency service, or at worst, 
contribute to the loss of life. 
 
The key to reliable E-911 lies in two areas.  The first is to deliver accurate ANI to the 911 
Call Center, and the second is to ensure that the ALI database is programmed with an 
accurate street address for every ANI.  From the PBX perspective, accurate ANI delivery 
is most easily achieved by using properly configured PRI trunks.  With PRI trunks the 
actual extension of the caller is converted into a 10 digit ANI by the PBX prior to sending 
the call out on one of its trunks.  With any other type of trunking, it would be nearly 
impossible to send the actual ANI to the 911 Call Center.  This is true of both traditional 
PBXs as well as VoIP systems.  Accurate ALI information is achievable only if the 
database is set up properly during initial install, and updated each time a station is moved 
from one location to another.  Here is where it can become complicated with VoIP.  As 
discussed previously, many VoIP systems users have the ability to log into any telephone 
on the network using their own telephone number and their assigned password.  This 
creates a situation where they can be logged in from a location that is different from that 
of their assigned telephone set.  This location may be in the same building, another 
building, or even another State.  The ANI information indicates the telephone number 
that is looked up in the ALI database giving a location that may or may not be the actual 
physical location of the caller.  This could create erroneous information being distributed 
to emergency responders.  
 



Additionally, with this new technology comes the “mobile worker” With many of the 
VoIP systems tested, users can install “soft phones” onto their workstations, laptops, or 
even their home personal computers (PC’s).   This creates an even bigger problem with 
911 because emergency calls can be placed from just about anywhere in the country, yet 
they will terminate to the 911 call center closest to the physical location of the PBX.  
Again, the mobile worker could be in a completely separate building or facility from the 
PBX and the ANI and ALI information would indicate erroneous information on a e911 
call. 
 
Last but not least comes the “wireless VoIP telephones”.  While not all that different in 
this case from their traditional PBX relatives, they can pose additional problems for 911 
callers.  As in the case of a softphone or a mobile user, wireless telephone sets can be a 
problem even if the system is properly configured, and accurate ANI is delivered.    
 
To resolve this issue, some systems can be configured so that the ANI being delivered to 
the 911 Call Center is tied to the actual switch port from which the call originated.  In 
these cases each data switch is mapped to a particular floor and building address.  Then, 
when emergency calls are placed, the system outpulses the ANI associated with the 
particular port where the call originated.  When properly deployed, the ALI database will 
have been configured with street address information that matches the ANI sent from 
each particular data switch.  To assist 911 Centers in obtaining the callers exact location, 
some systems can be configured to send a different ANI for each independent data switch 
port.  While this could be somewhat effective in helping the 911 operator know the ANI’s 
exact location, it would require that every data switch port be cross connected to a jack, 
that every jack location be assigned an ANI, and that each ANI be populated in the ALI 
database with its proper physical location.  Although this sounds as if this could work 
well, but it would require that each possible jack location be cross connected to its own 
port on a data switch, and this is not typically done.  The added expense of providing a 
dedicated switch port for each jack location may be cost prohibitive.  If the system is 
using “Power Over Ethernet” then the end user would  probably need to add a year to the  
return on investment figures.   
 
While E-911 and VoIP has been a hot topic among 911 call centers, the telephone 
companies, and the various vendors, it is important to point out that many of the same 
problems exist with traditional non-IP PBX’s and key systems if not administered 
properly.  These problems are potentially compounded by the use of VoIP, but not 
insurmountable.   
 
IP Centrex 
Many of the KPST participants rely on Centrex from the local exchange company, 
Frontier Communications, for their telephone service.  The pilot project did not include 
the testing of IP Centrex.  Some discussion, however, was held on the Centrex telephony 
service offered over a managed Internet Protocol (IP) network.  IP Centrex’s delivery of 
services will be monitored as trials and implementations at customer sites are completed. 
 
Regulatory Considerations 



When discussing VoIP and its associated regulatory ramifications, it is important to make 
a clear distinction between private network based VoIP, LEC provided IP Centrex, and 
some of the other flavors of local service deployed by various companies over the 
internet who have little or no regulatory oversight. 
 
With network based VoIP, regulatory considerations at present are typically no more than 
those encountered with traditional PBX networks utilizing “tie trunks” to connect offices.  
In the past, PBX administrators routed traffic from city to city using standard TDN tie 
trunks in order to save on toll charges.  This made it possible for companies to save 
money in cases where there were significant amounts of usage between offices.  In many 
of these cases calls could be handed off to the PSTN at the remote end making it possible 
to further leverage the TDM network.  This allowed companies to save money on not 
only PBX to PBX traffic, but on city to city traffic as well.  By comparison to VoIP, this 
practice was somewhat rare due to the added hardware and monthly recurring costs 
involved.  With VoIP, this practice has become much more economical, and is growing at 
a substantial rate.  If this practice continues to grow at its expected rate, the effect on 
originating and terminating revenues for the local carriers would become remarkable.   
 
Not only does this toll bypass solution affect the long distance carriers’ bottom line, but it 
could have a recognizable impact on Universal Service Funds as well.  As the market 
share of long distance traffic begins to shift from public carrier networks to privately 
owned VoIP networks, regulatory bodies have begun to look at imposing regulatory fees 
for this type of traffic.  This is evidenced by recent regulatory cases in Minnesota, 
California and Wisconsin.  Questions are being asked about whether the services is voice 
or data?  Is it subject to the same E-911, USF, PICC, and federal access charges as 
traditional service?  As new fees are imposed on toll bypass calls, the added cost should 
be considered as the development of return on investment figures are made for VoIP.   
 
With LEC provided IP Centrex, an end user’s PBX or Centrex service is replaced by a 
LEC maintained local VoIP network.  With this type of service, the same possibilities can 
exist for toll bypass.  The major difference is that routing of traffic is much more tightly 
controlled by the LEC rather than your PBX/private network administrators.  Carriers 
will know where your calls originate and terminate, and could easily use that data as a 
vehicle for collecting additional fees like USF should regulatory bodies make such a 
mandate.  As local certified carriers begin to deploy IP Centrex, they are faced with the 
same return on investment issues as those with private networks, and that is; “how much 
will it cost to deploy the service”.   
 
Finally, VoIP technology can be provided by Internet telephone service providers.  After 
several attempts to contact five different providers of this service, only two companies 
participated in a dialogue with the KPST team.  Most of these companies offer flat 
monthly pricing which includes a private telephone number, switch, and unlimited long 
distance calling.  For clarity, the switch mentioned is a device that would be mailed out 
that would provide connectivity between the Internet and a standard analog telephone set.  
The service requires a high speed Internet connection.  However, the technical knowledge 
of the sale representatives for this service was less than desirable and much of the 



information provided had to be interpreted and “reasoned” through in order to understand 
how the service worked and the quality that would be provided.  As described, the KPST 
participants reasoned that an analog trunk port could be connected to the switch and used 
for toll bypass, or an overflow trunk in the event that the PSTN lines were full or out of 
service.  Again, this group of providers do not bill regulatory fees.  They are not 
certificated, regulated telecommunications carriers.  The “voice” service is technically 
“data” service and therefore not subject to any of the same regulatory fees as other 
telephone service providers.  The quality of service varies but follows the old adage of 
“you get what you pay for”. 
 
The following items are of particular concern, and will followed closely as VoIP 
continues to develop and be deployed. 
 
E911 - 
1. The lack of any industry guidelines and/or rules and regulations prevent 

standardization as to what telephone number will be associated with a VoIP call sent 
to a PSAP. 

2. Without this standardization, the level and accuracy of information available to a 
PSAP for a VoIP call is unknown and therefore the level of response can not be 
quantified. 

3. Guidelines or rules and regulations should be established to standardize what telephone 
number will be provided to the PSAP and how that number will be related to the ALI 
database. 

 
Regulation of VoIP may be necessary  to: 
1.  Provide the end user a minimum level of Quality of Service and means of resolving 

billing issues. 
2.  Provide the local exchange carrier means for reasonable access and termination 

compensation. 
3.  Ensure a level playing field and competitively neutral application of USF and E911 

fees. 
 
More Questions Raised 
One item questioned was connectivity that performed the same function as the PSTN, but 
without the PSTN.  Could the vendors have defined tie-lines or trunks between the call 
managers over the network, i.e., IP based?  Calls could have been switched between call 
managers without the PSTN, if technically feasible.  This may be important as different 
entities deploy VoIP with different vendors.  It may make sense to “bolt” call managers 
together over the network as opposed to the PSTN.  
 
It would be beneficial to have a better understanding why some of the telephones 
responded the way they did to directed traffic.  The assumptions are that a) the vendor’s 
handsets were simply not hardened enough to deal with the directed traffic, or b) the 
traffic actually interfered with the VoIP traffic.  Dismissing b for the moment, what if the 
handset is a simple configuration of “partitioned” hardware, a network interface module 
that examines all network traffic.   If the network module is highly optimized and built 



around customized an Application Specific Integrated Circuit (ASIC), it would be able to 
look at a packet, determine it was not VoIP, and throw it away or determine it was VoIP 
and pass it on to the phone.  Compare that with a model built around many older mini and 
microcomputers (70’s – early 80’s).  There is one CPU, executing software, not firmware 
or microcode.  This CPU does all processing including moving data in and out of 
input/output (network) interfaces.  Load it up and it simply can’t keep up. 
 
Lessons Learned 
The bullets below represent the information and comments made by the KPST 
participants related to VoIP technology and the application of this technology as an 
overall solution.  As VoIP is moved into the network of an organization, some of these 
comments should be adopted as a “best practice”. 
 

• VoIP is not just another computer “network” component.  This pilot brought to 
light the fact that massive attention and effort needs to be paid to the public 
switched telephone network.  Configuring the PBX’s for IP phones and users is a 
much smaller part of the deployment.  Anyone with a VoIP system needs to have 
contracted maintenance or have someone who knows about copper, analog 
PBX’s.  Deploying VoIP means that you have to do all the PSTN “stuff” that you 
did with the older era PBX’s. 

• Early on there were comments such as: “remember I’m just a data person or 
remember I’m just a voice person”.  In implementing this technology we learned 
that it really takes both sides.   You need sufficiently trained personnel in both 
areas to get it configured correctly and keep it continually working smoothly with 
a high rate of quality.   

• Most of the data networks in operation are “best effort” networks.  They can 
tolerate “some” degree of downtime.  Voice networks operate differently.  These 
networks introduce new subjects into the networking environment that deal with 
quality of service, network design and troubleshooting.  Many of these functions 
today are performed by the telephone company.  Entities that deploy VoIP must 
take great effort to assure that the network people can deal with network support 
of VoIP.  VoIP or analog, it is still phone user support and configuration.  Today, 
the network staff probably has absolutely no need to be involved in VoIP other 
than when it comes to designing and supporting the network for call quality.  
Under VoIP that could/would change or an additional staff would need to be hired 
to handle the voice “stuff”.  

• At the risk of ruffling feathers, I would speculate that the majority of network 
support personnel have had only minor experience with “in-depth” 
troubleshooting.  It appears that 95%+ of all poor network performance issues are 
from “the grossly obvious.”  Granted many times locating the pertinent “grossly 
obvious” item may take some time. But during the identification of an obvious 
problem, the issue is that something is misbehaving (failing), overloaded or 
misconfigured.  In the VoIP pilot, a number of vendors pointed out they have 
jitter tests, etc.  The tools locate the jitter as a problem between two switches.  But 
suppose neither switch has an “obvious” misconfiguration, a device producing 
detrimental traffic or other symptoms typically found in virtually all situations.  



How many network support personnel actually have the experience of using the 
output of a “show process CPU” or “show process memory”, etc. type of 
command to resolve a problem?   

• There is a lack of any industry guidelines and/or rules and regulations that provide 
standardization as to what telephone number will be associated with a VoIP call 
sent to a Public Safety Answering Point.  Without this standardization, the level 
of accuracy of information available to a PSAP for VoIP is unknown and 
therefore the level of response can not be quantified.   Guidelines or rules and 
regulations should be established to standardize what telephone number will be 
provided to the PASAP and how that number will relate to the ALI database. 

• VoIP needs to be a policy decision, as much as a technical decision.  An 
awareness of the possible economic impact to communities where widespread 
VoIP deployment occurs needs to happen.  In the case of a large community, a 
few thousand lines moved from a carrier network to a private network isn’t likely 
to cause an alarming difference to a carriers bottom line.  However, in a 
community like Kearney, Nebraska it could.  State government is a large “anchor 
tenant” to many of the smaller rural communities in Nebraska.  By “cherry 
picking” this traffic from the provider of last resort, unintended consequences 
could occur for the rest of the community. 

• Decisions made about configuring communications service could cause economic 
hardship for other municipalities in the area.  For example, many of the public 
services we depend on, such as 911, are funded through surcharges on 
telecommunications services.  In Kearney, if the entities participating in this pilot 
were to convert their current contracts to a privately operated VoIP service, 
Buffalo County would loose over $1,500.00 per month in surcharge funding.  
This could place additional financial burdens on local municipalities, residents, or 
businesses. 

• Policy decisions related to the regulation of VoIP also need to be made.  Issues 
need to be resolved regarding: end users needing a minimum level of Quality of 
Service; a means of resolving billing issues; local exchange carriers having a 
means for reasonable access and termination compensation; and ensuring a level 
playing field and competitively neutral application of USF and E911 fees.   

• As a former ITS director, used to say, “If the computers are down they really 
CAN still use pencil and paper.  As we all know - if the phones down, duck.” 
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